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Abstract. This paper investigates the dynamic pricing and energy management of integrated
electric and thermal energy systems through the Stackelberg game approach, for the upper tier leader
problem, the revenue of the integrated energy system as a whole is used as the objective function,
taking into account the electricity price and related constraints such as the heat price, for the lower
follower problem, a leader-follower Stackelberg game model is constructed with the highest user
satisfaction as the objective function, Constraints such as power balance conditions and thermal
balance conditions of the system are also taken into account, The upper level of the model is solved
using a differential evolutionary algorithm, Lower level solver using CPLEX solver. The simulation
results show that the proposed model not only effectively weighs the interests of the integrated energy
system and the customer aggregator, but also achieves a win-win situation for both the customer
aggregator and the external grid, and the solution algorithm used protects the data privacy between
the integrated energy system and the customer aggregator.

Annomayus. B naHHOM pabore ucciuenyercs JUHAMUYeCKOe [IEeHOO0pa30BaHUE U yIIPaBIECHUE
JHEPIUeH B UHTEIPUPOBAHHBIX NIEKTPUUECKUX U TEIUIOBBIX SJHEPreTUYECKUX CUCTEMAX C ITOMOIIBIO
noaxona urpsl llltakensOepra. s mpoOnembl nuaepa BEpXHErO YPOBHS B KauecTBE IIEJIEBOU
(YHKIIMM UCIIONIB3YETCSl I0XO UHTEIPUPOBAHHOM SHEPreTUUECKON CUCTEMBI B II€JIOM, IPUHUMAs BO
BHMMAaHHUE LIEHY HA BJIEKTPOIHEPTHIO U CBSI3aHHBIE OTPAHWYEHUS, TAKWE KaK IIeHa Ha Tero. s
npoOieMbl HMXKHETO YPOBHS IOCIENOBATENs CTPOUTCS MOAETb WIPbl JIMJEpP-NOCIeI0BaTeNb
HITakens6epra ¢ HAMOOIBIINM YIOBIETBOPEHUEM T10JIb30BATENS B KaUeCTBE 0OBEKTUBHOM (DYHKIINU.
VY4uTBIBaIOTCS TaKUE OTpaHUYCHUS, KaK yCI0BUA OajaHca MOIHOCTH M YCIOBHUS TEIUIOBOTO OanaHca
cucteMbl. BepXxHuil ypoBeHb MOJIEH peUIaeTcsi C HOMOIIbIO AUPPepeHInaTbHOIO IBOIIOLNOHHOTO
aNropuTMa, HWXKHUN ypoBeHb pemaercs ¢ nomompo pemarenss CPLEX. Pesynwraret
MOJIETUPOBAHMS TOKA3bIBAIOT, YTO MPEJIOKEHHAsh MOJENIb HE TOJIbKO 3(P(hEeKTHBHO B3BEUIMBAET
MHTEpPEChl WHTETPUPOBAHHOM JHEPreTMYECKOM CHCTEMBI W arperaropa HOTpeOUTenei, HO u
JOCTUTaeT OECHpPOUTPHILIHONW CUTyallMM Kak [yl arperaropa mnorpeduTeneil, Tak W Jjs BHEIIHEH
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CeTH, a HCIIOJIb3YeMbIH alTOpPUTM pEUICHHs 3alUIIAeT KOH(QUICHIMAIBHOCTh TaHHBIX MEXIY
WHTETPUPOBAHHON YHEPTETHICCKON CHCTEMOW U arperaTopoM MOTpeOUTEIIeH.

Keywords: Stackelberg game, integrated energy systems, dynamic pricing, energy
management.

Kniouesvie cnosa: wurpa Ilrtakensbepra, HMHTETPUPOBAHHBIE HHEPIETHYECKUE CHUCTEMBI,
JMHAMUYECKOe LIeHOOOpa3oBaHue, yIpaBieHHe YHEPTUEH.

With the full development of clean energy sources such as wind and photovoltaic power
generation and the development and use of technologies such as cogeneration and microgrids, China
is pushing forward with its energy transition, while in the international environment, many countries
are also deepening their energy structures [92]. However, in recent decades, with rapid economic
development, population growth and rising living standards, fossil fuel consumption has increased
dramatically, leading to serious energy-related problems, such as energy shortages and environmental
pollution, which have become pressing themes in the world’s energy sector [93, 94].

We have been making active efforts in the field of energy saving and emission reduction.
According to the Global Coal Market Report (2018-2023) published by the International Energy
Agency in 2019, China's economy and energy environment are in a period of structural transformation
and the share of coal demand is set to decline year on year. In the following five years, the share of
coal resources in the global energy mix will be reduced from 27% to 25%, and it will be replaced
mainly by clean energy sources such as renewable energy and natural gas. China’s total coal resources
will increase from 4.1 billion tons in 2020 to over 4.2 billion tons in 2030, and although the total will
increase, its share will decrease by 8% [95]. In 2020, the country proposes a dual carbon target of
3060: striving to peak CO2 emissions by 2030 and striving to achieve carbon neutrality by 2060.In
order to reduce greenhouse gas emissions and fossil fuel consumption, there are two possible
technological routes to this end: one effective way is to increase the ratio of renewable energy to
primary energy in the power system, of which the application of wind power and photovoltaic power
generation has received the most attention among the many technologies that use renewable energy
for clean power generation; the other effective way is to increase the energy efficiency of power
plants, one of the most effective ways to achieve this is through combined heat and power technology
[96].

Combined Heat and Power (CHP) has gained increasing attention in recent years due to its high
efficiency, environmental friendliness, reliability and economic efficiency, which not only effectively
addresses the energy shortage crisis, but also significantly reduces the environmental pollution
generated during operation [97, 98]. In theory, the efficiency of CHP systems can often be as high as
80% or even higher, and because of this, many countries around the world are actively promoting the
application of CHP technology [99]. However, the shortcomings of the combined electric and thermal
system are gradually revealed. The heat generating units used in the combined electric and thermal
system are mainly combined heat and power units, which contain both heat and power, and there is a
strong coupling between heat and power [100].In the northern heating season, for example, the
installed capacity of CHP units is relatively high, while the proportion of peaking units is small, and
the peaking capacity is poor. This is because there is no direct conversion between electricity and
heat, and units tend to operate in a “heat to power” mode, where the operation of CHP units is
constrained by the minimum power output in order to maintain the heating level of the system,
resulting in the grid receiving less wind power [10].

(9
Tun nuyensuu CC: Attribution 4.0 International (CC BY 4.0) 246



Bronnemens nayxu u npaxmuxu [ Bulletin of Science and Practice T. 8. Ne8. 2022
https://www.bulletennauki.ru https://doi.org/10.33619/2414-2948/81

In the context of world energy shortage and serious environmental pollution, clean energy has
become the mainstream trend in energy development [11]. However, its large-scale entry into the grid
poses a huge challenge to the safe operation of the grid. Virtual power plant (VPP) is one of the main
solutions to the problem of grid integration of multiple distributed energy resources (DER),
effectively aggregating distributed power sources, energy storage and controllable loads to form a
virtual whole to participate in the electricity market and the operation and dispatch of the grid [12],
which will become an important link in the promotion of smart grid construction.

This paper proposes a game-theoretic algorithm to ensure the deployment of clean energy and
other energy sources to the grid in order to meet the requirements of low cost and green energy supply
by ensuring the deployment of customer demand and power plant capacity.

The integrated cogeneration energy system studied in this paper consists of two parts, the power
supply part and the heat supply part. The power supply part consists of the CHP unit and the scenic
storage equipment, while the heat supply part consists of the CHP unit and the gas boiler. The
composition of the integrated energy system is shown in Figure 1.

Electrical load
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Figure 1. Integrated energy system components

In combined heat and power systems, the output of wind turbines can be constrained by the size
and practicality of the installed capacity. When the installed capacity is determined, the maximum
value of wind power output at each moment is determined by the actual conditions such as weather

and environment, and the wind turbine generation capacity P and the wind speed at moment t satisfy
the following non-linear relationship [13].

0 v(t) <v, or v(t) > v,
Rz (V) = V1) v, <v(t)<v, 6]
Vv, -V,
P, v, Sv(t) <v,

Where, v(t) is the real-time wind speed at time t,y is the cut-in wind speed, v, is the cut-out
wind speed, v, is the rated wind speed, P, is the installed capacity of the wind turbine. When the real-

time wind speed is less than the cut-in wind speed or greater than the cut-out wind speed, the WTGs
are shut down. When the real-time wind speed is greater than the cut-in wind speed and less than the
rated wind speed, the real-time power generation and the wind speed satisfy the primary function,

(9
Tun nuyensuu CC: Attribution 4.0 International (CC BY 4.0) 247



Bronnemens nayxu u npaxmuxu [ Bulletin of Science and Practice T. 8. Ne8. 2022
https://www.bulletennauki.ru https://doi.org/10.33619/2414-2948/81

when the real-time wind speed is greater than the rated wind speed and less than the cut-out wind
speed, the value of the real-time power generation is equal to the value of the installed capacity.

The power generated by photovoltaics is related to light intensity and temperature and is
mathematically modelled as follows [14].

vat =a,, I:)PVZ %[14— (22 (T - Tstp )] (2)

Where, «,, is the power derating factor of the unit, P,, is the rated power of the PV, A is the
actual irradiance of the PV at moment t, A is the irradiance at standard conditions (in units: kw/m?).
a, 1s the power temperature coefficient, and T_ is the temperature at standard conditions. Since the
value of «, is relatively very small, the effect of temperature variation on the output of the PV unit is
approximately zero, so the power generated by the PV can be approximately proportional to the actual
irradiance.

Electric storage systems store electrical energy, allowing the power to be panned in the time
dimension to meet the requirements of the stochastic nature of new energy generation. At present, the
electric energy storage technologies used in integrated energy systems include lead-acid, sodium-
sulphur, liquid-flow and nickel-chromium batteries. Lead-acid batteries are often chosen as electrical
energy storage components due to their small self-discharge rate, high discharge rate, low price and
low charging and discharging losses:

To avoid the adverse effects of charging and discharging at low power and low charge states on
lifetime, the battery is operated to meet the charging and discharging constraints and the charge state
constraints [15], i.e.

U tt)t.chr Pbrtn::?w < I:)btt.chr <U l;t.chr PbrtT.lzr)m(r (3)
U lgt.dis Pbrtn:ir:s = Pbtt.dis <U tt)t.dis Pst)u(s

SoC l;t =30C l;t_1 + (let.chrpbtt.chr - Pbtt.dis /qbt.dis)At (4)

SOC;" <SOC,, <SOC ™

Where: soc;, is the state of charge of the battery, kWh; Pt bt.chr and Pt bt.dis are the charging

and discharging power of the battery, kW; 7, . andz, . are the charging and discharging efficiency of

the battery; Ut bt.chr and Ut bt.dis are the charging and discharging state marker bits of the battery, 0
for out of service, 1 for operation; and satisfy Mutual exclusion constraint and charging and
discharging frequency constraint, i.e.

U ét.dis + U tt)t.chr < 1 (2)
24
ZU l;t.dis +U l;t.chr <T (3)
t=1

In actual operation, the battery has to meet the charge/discharge creep rate constraint.
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down t t-1 up
Pbt.chr < I:)bt.chr - Pbt.chr = Pbt.chr

4
Pb?.(:ivivsn = Pbtt.dis - Pbtt._jis < PbLtl.pdis ( )
Where: beocvf:: I[P and Pb?_(ijvivsn I P," are the minimum/large charging and discharging power
of the battery in charging and discharging state respectively, kW.
Thermal storage tanks can store thermal energy when it is in surplus and release it when it is in

short supply or when it is more expensive to produce heat, improving the flexibility and economy of
system operation [16].

Wr;t :W!;;l(l_ 7h) + (Utst,chr H ttst,chr -H ttst‘dis /ﬂtst.dis)

mi t ma (5)
Wtstm S\Ntst SWm g
t min t max t
U tst.chr H tst.chr < H tst.chr S H tst.chrU tst.chr (6)
t min t max t
U tst.dis H tst.dis = H tst.dis S H tst.disU tst.dis

where: tht is the stored thermal energy of the storage tank, kWh; H ttst_chr and Httst.dis are the

storage and discharge thermal power of the storage tank, respectively, kW; », is the energy self-loss
rate of the storage tank; 7.cr and7ais are the storage efficiency and discharge efficiency,
respectively; Ut tst.chr and Ut tst.dis are the charging and discharging status marker bits of the storage
tank and O for stop and 1 for run; and satisfy the mutual exclusion constraint, i.e.:

U t

tst.dis

+UL . <1 (7

tst.chr —

Same operating mode as the battery, to meet the climbing rate constraint.

down t t-1 up
H tst.chr <H tst.chr — H tst.chr <H tst.chr 8
Hdown<Ht _Ht—l <Hup ()

tst.dis — tst.dis tst.dis — tst.dis

Where: Hdown tst.chr/Hup tst.chr and Hdown tst.dis/Hup tst.dis are the minimum/large storage
and discharge power in the storage and discharge state of the thermal storage tank respectively, KW.

Cogeneration units are generally divided into two types: pumped condensing units and back
pressure units. Back pressure units have a high thermal cycle efficiency but poor adaptability to load
changes, while pumped condensing units have good electrical and thermal mutual adjustability, but a
relatively low heat supply, and most cogeneration units in China currently use pumped condensing
units. In this paper, the whole turbine is composed of three parts: low pressure cylinder, medium
pressure cylinder and high pressure cylinder. The high temperature and high pressure steam produced
in the waste heat boiler enters the turbine to do work, the heat extraction comes from the medium
pressure cylinder discharge, and the rest of the steam is put into the low pressure cylinder to do work
and then into the condenser condensation, and then back to the boiler to achieve repeated use. Based
on the above principle, the gas turbine in the cogeneration system generates electricity while the waste
heat produced is outputted through the waste heat boiler, and its electricity and heat output
expressions are [17].
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{G;T = a(Py; )’ +bRy )+l o

Ht GTPt )/lGT

Where: Gt GT. Pt GT and Ht HE are the natural gas power consumed by the GT, the output
electric power and the waste heat power recovered from the power generation through the waste heat
boiler respectively; It GT is a 0-1 variable indicating the on/off state of the micro gas turbine; a, b
and c are the fuel consumption coefficients; AGT is the output electric and thermal power ratio of the
micro gas turbine; nGT is the heat recovery efficiency.

GT operation is also subject to operating power constraints and climbing constraints:

min —

PGT < Pt PGtTl < PGT

down

PGT < Pt < PGT
{ GT (10)

Where: PGT min. PGT max are the upper and lower limits of the output electric power of the
gas turbine; PGT up. PGT down are the upper and lower limits of the climbing power of the gas
turbine.

GB generates heat by burning natural gas to supplement the thermal load when the GT does not

produce enough heat, and its output thermal power HGB ¢ is related to the input natural gas power Gt
GB as [18]:

Ht — GBGéB
0<Hg <Hpo

GB —

)

Where: #5B is the heat production efficiency of the GB; HGB max is the upper limit of the
thermal power output of the GB.

The integrated energy system can buy and sell electricity to the external distribution grid to
maintain the balance of the electrical load within the system. To ensure the safe operation of the
distribution grid, the integrated energy system cannot purchase and sell electricity to the grid at the
same time, and the upper limit of the interactive power with the distribution grid is specified within
a certain range to meet the following constraints [19]:

I bGrid + ISGI’id < 1 (12)
{O < PbGrld < PbGrld

max

0 < Pand PSGI‘Id
-t

max

(13)

Where: IbGrid t and IsGrid t are 0-1 variables indicating the power purchase and sale status of
the integrated energy system at time t; PbGrid t and PsGrid t are the power purchase and sale of EH;
PbGrid max and PsGrid max are the upper limits of the power purchase and sale of the integrated
energy system.

The integrated energy operator can be seen as an energy hub with a two-way energy flow,
playing the role of energy production, transmission and supply. It is the leader and coordinator of the
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integrated energy system, taking on the responsibility of balancing the power of the source, load and
storage of the main market investors, playing the role of a manager, and the customer can interact
with the integrated energy operator through feedback on energy demand. The price strategy is
formulated on the basis of the capacity plan of its own supply equipment and the load demand on the
energy side, with the optimisation objective of maximising returns, which can be expressed as:

T
max Eeso = Z (Csell - Cgrid - CCCHP - Ch) (14)
t=1

Where Ct sell represents the revenue from supplying energy to the user side at time ¢. Ct grid
represents the grid interaction cost, when it is greater than 0 it represents the purchase of electricity
from the grid, otherwise it represents the sale of electricity to the grid, and Cj represents the cost of
operating and maintaining the equipment. C CCHP represents its fuel cost. The above equations can
be expressed as follows:

seII (Petlcés QhIChs) (15)

gnd [max( es’o)c +min( es’o)c ]At (16)
Ch:ZKiPit (17)

Ceenp =2, (Rsr)” +b,Per +¢, +2,(Q)" +b,Qge + G (18)

where Pt el and Qt hl denote the electrical and thermal loads of the customer, respectively, ct
e,s and ct h,s denote the price at which the operator sells electricity and heat to the customer,
respectively,ct g,s and ct g,b denote the price at which the operator sells and purchases electricity
from the external grid, respectively, and Pt es denotes the total amount of electricity supplied by the
operator. K; denotes the equipment operation and maintenance factor; Pt GT and Q¢ GB denote the
electric power output of the gas turbine and the thermal power output of the gas boiler. In addition,
aebecean bpand c;, denote the fuel cost factors for gas turbines and gas boilers respectively.

In addition, to prevent the problem from degenerating and to avoid direct transactions between
the energy-using side and the grid, it should be ensured that the operator sells at a price slightly below
the market price, and the following constraints need to be met:

t t t
Cyp <Ces <Cyq (19)

t t t
Ch,min < Ch,s < Ch,max (20)

Users optimize their own power consumption of electricity and heat loads on the basis of a price
given by the energy operator for the sale of energy, with the aim of maximising consumer surplus,
i.e., the difference between the user's utility function and the cost of using energy. This can be
expressed as

T

user z Ptct + Qrt“C;h)At (21)

t=1
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where f represents the user's utility function, indicating the degree of satisfaction obtained by
the user in purchasing electrical and thermal energy, usually non-decreasing and convex, with several
forms such as quadratic and logarithmic, etc. This paper uses the quadratic function to represent:

a a,

f, =V _?e(atl)z"'vhphtl _?h(Phﬁ)z (22)

where: ve, a., v, and oy, denote preference coefficients for the consumption of electrical and

thermal energy respectively, which can reflect the consumer's preference for energy and influence the
magnitude of demand.

The consumer electrical load contains both fixed and levelizable electrical loads and can be

expressed as:

P =Pu+Pq (23)

Among them, Pt fel denotes fixed load, which requires high reliability of power supply and is

not easy to change, ensuring normal production and life of users; Pt sel denotes transferable load,

which allows users to reasonably adjust their energy consumption load according to the price of
energy sales given by the operator, but needs to meet the following constraints:

0<P, <P

sel — " sel

il 24
Z PsEeIAt :Wsel ( )
t=1

where Pmax sel denotes the upper limit of user transferable load and W, denotes the total
amount of transferable load in 7 time periods, i.e., the total amount of transferable load needs to be
kept constant before and after the demand response.

In addition, the thermal loads in the text are similar, containing both fixed and transferable
loads, as follows:

Qrtﬂ = Qf‘hl + Qsthl (25)
0<Qy < Qg (26)

Where Qt fhl and Qt shil represent the fixed heat load and the transferable heat load respectively,
the transferable heat load can be shifted in a certain proportion according to the user’s comfort and
energy adequacy; Omax shl represents the upper limit of the transferable heat load.

In order to ensure the safe and reliable operation of the integrated energy system, it is necessary
to consider system constraints, including power balance constraints and unit output constraints, as
well as unit creep constraints, in the context of a clear objective function 12,

1) Supply balance constraints

Power must be balanced throughout the transmission of electricity in the network, and this
balance characteristic has a decisive influence on the frequency stability and voltage stability of the
network. If the power generated is greater than the required load, the grid frequency will then increase
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and conversely decrease, and the stability of the power system should depend on the stability of the
network frequency.

PV\t/T + PI;EV + Pct.T + Pbtt.dis = Pftel + Pstel + Pbtt.chr (27)
where Pt WT and Pt PV denote the output electric power of wind turbine and photovoltaic unit
respectively.

2) Heat balance constraints

In a heat supply system, a balance must be maintained between the supply and demand of
consumers and heat sources. The temperature of the heat supply rises as the demand of the heat
consumers decreases and vice versa, and the quality of the heat supply depends to some extent on the
temperature of the heat supply, thus ensuring that there is a need to dispatch results in line with the
demand for heat. In this paper, heat losses due to transmission are not considered and the heat supply
balance is constrained as follows:

H\;VHB + H(tSB + Httst.dis =H :‘hl +H th| + Httst.ch (28)

S

3) Exchange power constraints

t
I:)grid.min < I:)grid < I:)grid.max (29)
Pgrid.down < Pgtrid - Pgtr:; < Pgrid.up (30)

Where: Pgrid.max! Peria.min and Pgrid.up/ Pgrid.down are the maximum/small, purchased power and the
upper/lower climbing rate limits of the grid respectively.

For the above master-slave game model, this paper uses a distributed optimization algorithm to
optimize the solution of the return function of each investment body. The decision of the leader
integrated energy operator is a class of large-scale nonlinear programming, which can be solved using
a differential evolutionary algorithm to reduce the difficulty of solving, and the optimization objective
of the follower user can be modeled by Yalmip and call Cplex solving tool to speed up the algorithm
and ensure the accuracy of the result.

The upper-level optimization algorithm includes the following steps:

Step 1: Input initial data and set parameters, including the typical daily electric, thermal and
cooling load power of the customer, the predicted wind turbine and PV output, the operating
parameters of each device and the upper and lower bound constraints on the multi-energy price.

Step 2: Initialise the population a such that the number of iterations K = 0.

Step 3: The integrated energy operator sends the optimised sold energy price down to the lower-
level user follower.

Step 4: The user invokes the lower layer algorithm to calculate its own revenue.

Step 5: The integrated energy operator calculates its own objective function U; based on
equation 12.

Step 6: Crossover and mutation operations are performed on population a to obtain a new
population b.
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Step 7: The lower layer algorithm is invoked again to solve the follower objective function in
an optimisation search and the optimisation result is sent to the upper layer integrated energy operator,
which calculates its own objective function U according to equation 12.

Step 8: Select the operation, if U2>U1, then a=b and UI=U2, if U2<UI, then keep the same.

Step 9: Determine if the number of iterations is satisfied, if so, output the optimal result,
otherwise skip to step 6.

The lower-level algorithm consists of the following steps:

Step 1: The user invokes the Cplex solver tool to calculate the user's electrical, thermal and
cooling adjustable loads according to equation 19.

Step 2: Optimisation results are sent to the upper level leader.

This paper is based on a combined cooling, heating and power RIES, which considers multiple
forms of energy, including new and renewable energy sources, to achieve a self-sustaining recycling
system. The electricity and heat demand loads of the users, PV and wind turbine forecast output plans
are shown in Figure 2.

Let the customer's transferable electrical load be 20% of the total demand electrical load and
the adjustable thermal load be 10% of the demand thermal load due to the high sensitivity of the
customer to thermal discomfort and the difficulty of regulation. The constant coefficients of user
preference for electricity and heat/cooling energy are ve,ue, vie and uye are 1.8, 0.0012, 1.4, 0.001
respectively. the fuel cost coefficients a.,be and c. (ane, bie and cie) of the integrated energy operator
are 0.0015, 0.16, 0 (0.0008, 0.13, 0) respectively, and other equipment parameters as shown in Table
1. The energy storage equipment parameters are shown in Tab 2. The RIES economic parameters are
shown in Table 3.
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Figure 2. Forecast curves for wind, PV and customer loads
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Table 1
NEW ENERGY CCHP SYSTEM PARAMETERS
Parameters Value
Gas generator capacity/kw 500
Gas boiler capacity/kW 800
Electrical efficiency of generators 0.35
Waste heat recovery efficiency 0.83
Heat exchanger efficiency 0.80
Table 2
ENERGY STORAGE DEVICE EQUIPMENT PARAMETERS
Parameters Value
Pmin bt.chr, Pmax bt.chr 0, 350
Pmin bt.dis, Pmax bt.dis 0, 350
Hmin tst.chr, Hmax tst chr 0, 350
Hmin tst.dis, Hmax tst dis 0, 300
ntst.chr, ntst.dis 0.98, 0.98
nbt.chr, nbt.dis 0.97, 0.97
Table 3
RIES ECONOMIC PARAMETERS
Parameters Value/ ¥/kWh
Peak 1.25
Time share tariff Flat value 0.80
Valley value 0.40
Feed-in Tariff 0.35
Heat Price Cap 0.50
Lower limit of thermal price 0.20
Table 4
RIES ECONOMIC PARAMETERS
Average electricity sales price 0.75
Average hot price 0.45

Analysis of simulation results

From the simulation results, the iterative convergence results of the integrated energy operator
and the user are shown in Figure 3, convergence is reached at around 185 iterations. In the lower level
game, users adjust their own energy consumption strategy in conjunction with the upper level leader's
energy price, and their revenue function fluctuates. The above game analysis gives a good picture of
the game process between the two parties. Once the Nash equilibrium of the game is reached, their
strategies do not change anymore, and finally, the leader integrated energy operator has a gain of
4470.95¥ and follows the customer consumer surplus of 17752.8 ¥ .
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Figure 3. Stackelberg equilibrium convergence results

The pricing strategy of the upper tier leader operator is shown in Figure 3. The red dashed line
and the green dashed line are the time-of-use tariff and feed-in tariff respectively when interacting
with the larger grid. The operator's tariff strategy is always contained between the larger grid pricing
to prioritise the consumption of new energy in the system, providing a better price for the energy end.
From Figure 4 (a), the fluctuating trend of the operator's electricity sales price is in line with the big
grid time-of-use tariff, with the aim of incentivising customers to actively purchase electricity, and
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similarly, the analysis of the heat price is like the electricity price. From Figure 4 (b), there is a link
between its heat purchase price and the trend of customers’ heat load.
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Figure 4. Integrated Energy Operations Pricing Strategy

The electric and thermal load curves before and after demand response on the customer side are
shown in Figure 5. From Figure 5(a), it can be seen that the load curves before and after demand
response exhibit a “peak-shaving” characteristic in order to reduce the total cost of electricity under
the tariff incentive. The two peaks in the consumer's original load curve occur at 11:00-12:00 and
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18:00-22:00, when the tariff is higher, and after customer-side optimisation, the peak load drops
significantly, shifting to 0:00-8:00 and 23:00 -24:00 when the tariff is lower in the load valley phase,
the fluctuation of the electrical load curve is significantly reduced. As can be seen from Figure 5(b),
the customer thermal load follows roughly the same trend as the electrical load, and the amount of
thermal load shifted is relatively small in order to ensure the comfort of the customer.
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(a) Electric load curve before and after demand response
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(b) Heat load curve before and after demand response

Figure 5. User load optimization curves before and after demand response
In this paper, we assume that the fuel cost of clean energy such as photovoltaic and wind turbine

is approximately 0, and considering the environmental protection of new energy, the integrated energy
operator gives priority to the consumption of new energy generation. From the dispatch results of
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Figure 6 and Figure 7 for electric and thermal energy, we can see that during the valley hours of
23:00-7:00 for electricity consumption, the electricity consumption of customers is low, when the
electricity price is in the valley, and the electric load is mainly provided by the electric load is mainly
provided by the wind turbine output, and the shortage is supplemented by the gas turbine. In order to
ensure heat supply, the operator directs the boiler output through price response and the heat load is
mainly provided by the waste heat boiler and the gas boiler, with the shortfall being supplemented by
the ESO’s storage tank through low charge and high discharge. During the normal period of electricity
consumption, the demand for electricity rises gradually, the wind and photovoltaic output is fully
absorbed and the gas turbine output increases, with the shortfall being compensated by interaction
with the main grid. The heat load is still provided by waste heat boilers and gas boilers, with the
shortfall being supplemented by thermal storage tanks. The analysis during peak -electricity
consumption periods is similar and will not be repeated here.
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Figure 6. Electricity balance dispatch results
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Figure 7. Heat balance scheduling results

Conclusion
In this paper, we study the dynamic pricing and energy management of an integrated electric
and thermal energy system through the Stackelberg game approach. For the upper-level leader
problem, we take the overall revenue of the integrated energy system as the objective function and
consider constraints such as the price of electricity and the price of heat. The Stackelberg game model
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is constructed with the highest customer satisfaction as the objective function, and the power balance
and heat balance of the system are also considered. The simulation results show that the proposed
model not only effectively weighs the interests of the integrated energy system and the customer
aggregator, but also achieves a win-win situation for both the customer aggregator and the external
grid, and the solution algorithm used protects the data privacy between the integrated energy system
and the customer aggregator.
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