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Annomayus. IlpencraBiieHbl pe3ylbTaThl KOMIUIEKCHOTO HCCIEOBaHUS BHICOKO3()(HEKTUBHOTO
mpouecca IOJIy4eHUsT BOIOpoia MeToAoM  anekrpodusmyeckord uoHmzamuu (ODU) ¢
MHTEJUIEKTYaJ bHbIM yIpaBleHHEM Ha OCHOBe MamuHHoro o0ydenus (MO). [mobanbHblil cipoc Ha
BOJIOPOJ, KaK SKOJOIMYECKHM YHCThI 3HEPrOHOCHUTENb JUKTYEeT HEOOXOIUMOCTh pa3paboTKU
TEXHOJIOTHI C BBICOKOW 3HEProd((eKTUBHOCTHIO M HU3KOW Ce0ECTOMMOCTBIO. TpajulIMOHHBIC
METOJbI, TAKUE KaK MapoBOH PUGOPMHUHT M SIIEKTPOJIU3, CTAJIKHUBAIOTCS C OTPAHUYCHUSMHU TI0
sHepronorpednenuto (>50 kBt-u/kr H2), KIIJ] (<75%) u 3aBUCUMOCTH OT JOPOTOCTOSIINX
katanu3atopoB. [Ipemiaraemoe perieHue codeTaeT UMITYIbCHBIA KOPOHHBIM pa3psi ¢ rHOpHIHON
ML-apxurektypoii, Bkitouaromiei ceeprounbie (CNN) u pexyppentnsie (LSTM) HeliponHble ceTH,
a TaKkXKe aJIropuTMbl oOydeHMsl ¢ mnoakperuieHueM (Q-learning) st MHOromapameTpuyecKon
ONTUMM3AIMHU TIpoliecca. B pesynbrare JOCTUTHYT BBIXO Bojopoaa 142.3 r/kBT 4 npu pekopaHOM
KIId 91.2% u cebecrommoctu 2.1 $/kr Hz. CTaOmIIbHOCTD MpoIiecca yBeInYeHa 10 MaKCHMaIbHBIX
yacoB 3a cuer LSTM-npesnckasanus u3Hoca KOMIOHEHTOB. [IpoBeneH cpaBHUTENbHBIA aHAIN3 C
MOCJIETHUMH MCCIIEIOBAaHUSMH, BBISBICHBl OTPAaHUYEHUS M TEPCHEKTUBHBIE HANpPaBICHUS IS
JAJIBHENIIETO pa3BUTHS BOLOPOIHOM 3HepreTuku 4.0.

Abstract. This study presents a comprehensive investigation of a high-efficiency hydrogen
production process using electrophysical ionization (EFI) with machine learning (ML)-driven
intelligent control. The global demand for hydrogen as an eco-friendly energy carrier necessitates
technologies with high energy efficiency (>50 kWh/kg H:) and low production costs. Traditional
methods like steam reforming and electrolysis face limitations in energy consumption (>50 kWh/kg
H-), efficiency (<75%), and reliance on expensive catalysts. The proposed solution integrates pulsed
corona discharge with a hybrid ML architecture, combining convolutional neural networks (CNN),
long short-term memory networks (LSTM), and Q-learning reinforcement algorithms for
multiparametric process optimization. The results demonstrate a hydrogen yield of 142.3 g/kWh, a
record-breaking efficiency of 91.2%, and a production cost of $2.1/kg H.. Process stability was
enhanced to maximum operational hours through LSTM-based component wear prediction. A
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comparative analysis with recent studies identifies current limitations and outlines promising
directions for advancing Hydrogen Energy 4.0.

Kniouesvie cnoea: Bomopon, snekTpoduzndeckas HOHU3AIMS,
9HEprod(hHEeKTUBHOCTh, UMITYJIbCHBIN pa3psi, ONTUMU3AIINS, UCKYCCTBCHHBIN MHTEIUICKT.

MallMHHOE OO0y4eHHUE,

Keywords: hydrogen, electrophysical ionization, machine learning, energy efficiency, pulsed
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CornacHo mporHozam MexayHaponHoro dSHepretudeckoro areHtctBa (IEA, 2024),
robanbHbIN cripoc Ha Bogopoa k 2030 r qocturaer 180 mun 1/rox [1].

OnHako CyIIeCTBYIOIIME TEXHOJIOTUH MPOU3BOICTBA, B IIEPBYIO O4YepeIb NapOBOH pru(OPMHUHT
METaHa U 3IEKTPOJIU3 BOJBI, HE B MIOJIHOM MEpe OTBEYArOT TPeOOBAaHUSAM 1O FHEPTro3hHeKTUBHOCTH,
HKOJIOTUYHOCTH M SKOHOMHUYECKOH I1eIecOO0pa3HOCTH B MacIiTadaX «3eJeHOW» 3KOHOMHUKH.
Onexrpodusnueckas uonuzauus (ODU) npeacrapnser co00il MEpCHEKTUBHBINA aTbTePHATUBHBIN
METO/l, OCHOBAaHHBII Ha Auccouuanuu Monekyn-npenmectseHHUKOB (H20, CHa) B HepaBHOBeCHOM
HHU3KOTEMIIEPATYpHOU IJ1a3Me UMITYJIbCHOTO paspsaa. Teopernueckuit KIIJ[ merona onienuBaercs B
92-95% [2], uyTto mpeBocxoauT nydiue nokazarenu PEM-snekrponnuzepoB. OCHOBHAsI CII0OXKHOCTD
BHeapenus DDU 3aknrouaeTcsi B HEOOXOAUMOCTH TOYHOTO KOHTPOJISI MHO)KECTBA B3aMOCBSI3aHHBIX
napaMeTpoB (HampsKeHHe, 4acToTa, (hopMa HMMITYJIbCa, COCTaB ra3a, F€OMETpUsl PEaKTopa), 4YTo
MpEACTaBIsieT Co0OM  CIOKHYIO MHOTOMapaMeTpHUecKyro 3ajady. MamuHHoe oOy4eHue,
oOnajaroriee MOLIHBIM TOTSHIIMAIOM JUIsl aHailn3a OOJIBIIMX JaHHBIX U TOMCKA CIOYKHBIX
HEJIMHEWHBIX 3aBUCUMOCTEH, CTAHOBHUTCS KJIIOUYEBHIM HHCTPYMEHTOM [UJISl TPEOJIOJIEHUS 3TOTrO
Oapwepa. IlpeacraBineHbl pe3yibTarThl pa3pabOTKU W ONTHUMHU3aNUU  TexHoormn OODOU ¢
pUMEHEHHEM KoMIIeKCHON ML-apxutektypsl. Llenbio paboTsl 0110 co3aanne caMoo0ydaromencs
CUCTEMBI YIIpaBIIEHUS, CIIOCOOHON B peajbHOM BPEMEHM aJalTHPOBATh MapaMeTphbl paspsia Uit
MaKCHMMU3AIIUU BBIXOJIa BOAOPOAA, SHEProdh(PEeKTUBHOCTU U CPOKA CIYKObI YCTAHOBKH. AKTUBHBIH
poct uucna nyonukanuii B nepuon 2023-2025 rr. cBUAETENBCTBYET O (POPMHUPOBAHMM HOBOTO
MEXIUCUUIUIMHAPHOTO HANpaBJIE€HUS Ha CTbIKE (QU3UKM HOHM30BAHHON CHCTEMBI(IIJIa3Mbl) U
HCKYCCTBEHHOTO MHTeJUIeKTa [3-9]. AHaiu3 KItoueBbIX paboT mpeacrasieH B Tabnune 1.

Taobmuua 1
CPABHUTEJIbHBIN AHAJIN3 COBPEMEHHBIX I/ICCHE)IOBAHI/Iﬁ
1O ITIPUMEHEHNWIO MO B TEXHOJIOT'MAX ITOJIYUEHM A BOJJOPOJA

Aemopul pabomul

Hcnonvzosanmnvliii memoo

Inasnwiii pesynomam

Oepanuuenus

Chen et al. 2023
[3]

I'm6pumnas RF-GA monens

VBeanumiu Beixon He
Ha 18%

Tonpko miusg
IUIa3MEHHBIX CUCTEM

Kim & Lee 2024

CNN 11 aHaNIM3a CIIEKTPOB

To4dHOCTB NpeCcKazanus

Bricokue TpeboBaHus

[4] 1J1a3MBI 94% K TAaHHBIM

Wang et al. 2025 Q-learning nns ynpasnernuss  CTaOHIBHOCTB Ipoliecca JnurensHoe

[5] paspsaom +25% obyueHmne

Miiller et al. 2024  GAN ju1s cuHTE3a CHWXEHNE CTOUMOCTH Ha OrpaHuueHHas

[6] KaTaJIU3aTOPOB 40% MacIITadOUpyeMOCTh
Singh et al. 2023 LSTM-npencka3anue YBenuumIm CpoK CITyKObI Tpebyer loT-

[7] M3HOCA Ha 3x CEHCOPOB

Tanaka et al. 2025 I'pacdoBbie HelipoceTH OnTUMH3aIKs] TOTIOJIOTHH BoruucnuTenbHas
[8] peakropa CII0KHOCTh

Petrova et al. 2024
[9]

duznvecku
uHpopmuposanueie HC

CoxkpalieHue ommoKu
Moen 110 2%

TpeOyeT 3KCTIepTHBIX
3HAHUU
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[IpoBeneHHBI aHAW3 BBIIBUJ OCHOBHBIC TEHACHIIMH: TIEPEXOJ OT OAHOMAKTOPHOM
ONTUMU3AINH K KOMIUICKCHOMY YIIPaBJICHHUIO MPOIECCOM, MCIOIb30BaHUE THOPUAHBIX MojeeH 1
pocT uHTEepeca K 00y4eHHUIO ¢ nmoakperuieaneM. OiHako OOBITMHCTBO HCCIeI0BaHUH (DOKyCHpYyeTCs
Ha PEIIeHUH YaCTHBIX 3a/1a4, B TO BpeMs KaK Halll MOAXO]] IpejlaracT KOMIUIEKCHOE pelIeHUE.

Memooonozus uccnedosanus

1. DkcrnepuMmeHTallbHAsE ycTaHOBKA. lccrienoBaHus TPOBONWINCH Ha JIabDOpaTopHOM
YCTaHOBKE, OCHOBHBIM 3JIEMEHTOM KOTOPOM SBJISJICSI PEAKTOP C UMITYJIbCHBIM KOPOHHBIM Pa3psIOM.
Jnanazon pabounx mapamerpoB: Hanpspkenue: 20-100 kB; Yacrora ummynscoB: 1-10 kI'm; Cocras
rasosoii cmecu: H-O/CH4 B coorHomntenuu ot 1:1 go 1:4.

2. Apxurektypa ML-moznenu u anroputm oOyuenusi. [y cOopa oOyuaromieii BHIOOpKH ObLIO
MIPOBEICHO OOJIBIIOE KOJMYECTBO HKCIIEPUMEHTOB C BapHaluei kioueBsix napameTpos (V, f, cocras
rasza). JlanHble ObLITM HOPMAJIM30BaHbI C UCIONIb30BaHUEM Min-Max scaling. Hopmanuzanus ganHbIX
¢ nomompo Min-Max Scaling — 310 Meron mpenoOpabOTKM IaHHBIX, KOTOPBIM mpeoOpa3yer
YHCIIOBbIC IPU3HAKH B ONPEACICHHBIN qrana3on, 00br4Ho [0, 1] 1 sSBiISETCS OY€Hb YyBCTBUTEIEHBIM
K 3KCTpeMaslbHbIM 3HaUeHUsM. [Ipu 3TOM Kax10€e 3HadeHHe pU3HaKa npeo0pa3yeTcs 1o cleayoen
dopmyne: Xnorm. = (X - Xmin) / (Xmax - Xmin), rne X — HCXOAHOE 3HaueHue; Xmin —
MUHUMAaJIbHOE 3HauYeHHWE B CTONOIE (MpU3HaKe); Xmax — MaKCHMallbHO€ 3HaueHHe B CTOJNOIe
(npusHake). Pesynbrarom »TOM omnepauuu sBisercss 3HaueHue B uHTepBane [0, 1], rme: O-
COOTBETCTBYET MUHMMAJILHOMY 3HAUE€HHUIO B MICXOJHOM CTOJIOIE; |- COOTBETCTBYET MAaKCUMAIbHOMY
3HAYECHHUIO.

bouta paspaborana rubpuanas ML-apxurtektypa, uHTerpupytomas: CNN-momynb: i
aHaJIM3a CHEKTPAJIbHBIX JAaHHBIX IUIa3Mbl U HJAEHTU(UKALKMU NAaTTEPHOB, KOPPEIUPYIOIIUX C
BBICOKUM BbIX0IoM H>. LSTM-Monyinb: /uisi BpEMEHHOTO aHaJiM3a JIAaHHBIX U MPOTHO3UPOBAHUS
M3HOCA DJIEKTPOAOB M KATAJUTUYECKUX OIIEMEHTOB, 4YTO IO3BOJSIET pPEalin30BaTh CTPATETHIO
MPEIMKTUBHOTO oOcyxuBanus. AreHT Q-learning: /Ui TMHAMUYECKOTO yIpaBiIeHHs apaMeTpaMu
paspsna (HanpspKeHHe, JUIMTEIbHOCTh UMITYJIbCa) Ha OCHOBE 00paTHOM CBSI3U OT JIaTYMKOB [5].

OOyudeHue Monenu NpOBOAMIOCH C ucHoib3oBaHueM: Onrtumuzarop: AdamW (learning
rate=3e-4 -3T0 Hay4Has 3anuch uyncia 0.0003):370 ycoBepIIEHCTBOBaHHAsL BEPCHUS OAHOIO U3 CaMBbIX
MOMYJISAPHBIX ONTHUMH3aTOpPOB B TiyOokoM oOydennn — Adam; @ynkmus mnoteps: Huber
loss(ycToifurBa K BBIOpOCaM B dKCIIEpUMEHTANBHBIX JaHHBIX): Huber Loss (motepu Xybepa) — 310
(GYHKIMS MOTEephb, UCIONIb3yeMasl B 3ajjadyax perpeccuH, KOTopasi coueTaeT B cede CBOMCTBa JBYX
apyrux nonyiasipHsix Gynkimii: MSE (Mean Squared Error) u MAE (Mean Absolute Error).

Pezynemamut u oocyscoenue
CpaBHuTENbHBIE TTOKA3aTeIN 2PHEKTUBHOCTH MpeACcTaBIeHb B Tabmwuie 2.

Tabnuna 2
CPABHUTEJIBHBIE TTOKA3ATEJIN DOdDPEKTUBHOCTHU
Hapamemp Hare Chenetal.[3] Kim & Lee[4] Tanaka et al.[§]
HCCIIeIOBaHNE
Beixon Hz (r/xBt-u) 142.3 118.7 125.9 135.1
KIIA (%) 91.2 84.5 87.1 89.8
CtabmibHOCTD (1) 1500 920 1100 1350
CkopocTb 00yueHus (310X/49) 2.1 0.8 1.5 1.9
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1. DOueprosdheKTUBHOCTL: JIOCTUTHYTHIN TOKa3aTrelb TOTUTMBHOW 3¢dektuBHOCTH B 142.3
I/KBT 4 siBIIsIeTCS PEKOPAHBIM CPEI aHAJIOTOB. JTO O3HAYAET, YTO YCTAaHOBKA pacxomayet Bcero 142.3
rpaMMa TOoIlUIMBa JUIs Tpou3BoAcTBa 1| kKBT,u sHepruu, B To BpeMs Kak [10Ka3aTellb CTAPbIX YCTAaHOBOK
cocraisger ~200 r/kBr.4, a my4mmx coBpeMeHHBIX aHanoroB — ~160 r/kBT.4. DTOT npopsIB cTai
BO3MOKHBIM OJiaroziapsi 1ByM KitoueBbIM paxtopam: GAN-cHHTE3 ONTUMANIbHBIX (HOPM UMITYIHCOB:
Hcnonp3oBanue  TeHepaTUBHO-cocTs3aTenbHbIX  cetedl  (GAN) [6] mo3BOIWIO — HAWTH
BBICOKOA(PEKTHBHBIE (OPMBI YIPABISIFOIINX UMITYTbCOB. TpaauIIMOHHbIE METO/IbI (AHAIUTHYECKHE
WIN PYYHOH nepeGop) HedPEeKTUBHBI H3-3a BBICOKOH CI0KHOCTH U MHOTOMEPHOCTH IPOCTPAHCTBA
napaMeTpoB cUCTEMBI, Toraa kKak GAN obecrieunBaeT HaX0XkACHHE IMT00aTIbHO ONTUMANIbHOM (OPMBI,
HEJAOCTHKUMOU MpH py4YHOW HacTpoiike. J[MHaMu4eckoe ympaBieHHE 3a30pOM JJIEKTPOJIOB (Ha
ocHoBe Q-learning): areHT Q-learning B peanbHOM BpeMEHH KOPPEKTHPYET T€OMETPHUIO PeaKkTopa,
KOMIIEHCUPYSI 3PO3UI0 JIEKTPOJOB M MOAJEP)KHUBasg ONTHUMalIbHbIE ycioBUs paspsaa. Koppexkuus
3a30pa MPOUCXOJUT IUIABHO, & areHT HEMPEPHIBHO aHAIU3UPYET COCTOSHUE peakTopa (CHIly TOKa,
HanpspKeHUe, CTabUIbHOCTD paspsaaa). Ha ocHOBe 3Toro aHanusa oH ¢ BBICOKOM 4acTOTOM (Mopsaka
MUJIIHICEKYH1/CEKYH/1y ) IPUHUMAET MUKPO-PEIICHUS, BO3BPAIIasi CUCTEMY B ONTUMAJIBHBIA PEXXUM
C YYETOM €€ TEKYILETO COCTOSHUA.

2. CrabunpHocTh mpouecca: LSTM-monens [7] aHanu3upyeT HCTOPUYECKUE AHHBIE I10
JABJICHUIO0, TEMIEpaType M CIEKTPAIbHBIM XapaKTepUCTUKaM pa3psiia, BBIMONHSS MPOTHO3
OCTAaTOYHOTO pecypca KaTaam3aropa W 3JICKTPOMOB. DTO TO3BOISAET IPPEKTUBHO IUIAHUPOBATH
texuuueckoe oOcayxuBanue (TO) wu npenorBpamare BHe3amHble OcCTaHOBKU. Cucrema
aBTOMATUYECKH KOPPEKTHUpYeT pabouue mapameTpbl (Harpys3ky, CkopocTh) u miaanupyer TO B
ONTHMajbHbIe BpeMEHHbIe OKHAa. Kpome TOro, oHa reHepupyeT MPEIUKTUBHBIE PEKOMEHIAIUU
(Hanmpumep, 3aMeHy MoAmMIHUKA 3a 50 4acoB 70 MPOTHO3UPYEMOTo OTKasza). B pesynbrare cpok
CIIy>KOBl KIIFOUEBBIX KOMIIOHEHTOB YCTaHOBKU YBEJIMYEH B 2.3 pa3a 110 CPAaBHEHUIO C pe3ybTaTaMu
MOJIyYEHHBIMH paHee [9].

3. Cxopoctb 00yueHus: [ mbpuaHas apXuTeKkTypa U ONTUMU3UPOBAHHBIN anropuT™M 00yueHUs
o0ecreunn peKOpAHO BBICOKYIO CKOPOCTh OOy4YeHHS, YTO KPUTHYECKH BaXKHO HJs1 OBICTpOI
MEPEHACTPOUKHN CHUCTEMBI IIpU paboTe ¢ HOBBIMU BUAAMU CBHIPbS WJIM B MEHSIOUIMXCS YCIOBHSIX.
Cucrema 10CTUTaET ATOTO 3a CUET PACHPENEICHUS 3a/1a4 MEX 1y HEMPOCETEBBIMU U KJIACCUYECKUMU
OnoKaMH, aJanTHUBHOW ONTHUMH3AIMN BBIUMCIUTEIHLHOTO rpada M CeNeKTUBHOTO OOyYEHHS TOIHKO
pEJIEBaHTHBIX MAPaMETPOB JIsl KOHKPETHOTO ChIpbsi. HecMoTps Ha pyHKIIMOHAIbHBIE TPEUMYIIIECTBA
ruOpuaHbIx ML-apXuTekTyp B YINpaBI€HUHM BOJOPOJHBIM IPOU3BOACTBOM (KOMOMHUPOBAHHBIN
aHalu3 JIaHHBIX, AaJalTUBHOE YIPABJICHHE, CEJIEKTUBHOE OOy4YeHHE), HX MPAKTUYECKOEe
HCIOJIb30BaHUE COMPSDKEHO CO CIEAYIOIIMMHU orpaHnueHusMu: 1. Bricokue TpeboBaHMs K YUCTOTE
Bonbl: J{ns cTabunbHON paboThl U MpeNOTBpALIeHMs 3arpsA3HEHUs peakTopa TpeOyercs Bojxa ¢
yrctoToit 0onee 99.99%. 2. DnexTpomarHuTHbeIe oMexu: IMIyabCHBIN pa3psl BBICOKONH MOLTHOCTH
ABJISIETC MCTOYHHKOM OM-momex, uto TpeOyeT pa3paboTku 3(h()EeKTUBHOIO SKPAHUPOBAHHS U
ITOMEXO03aLUIIEHHON CUCTEMBI YIIPABICHUS.

3axnouenue u nepcnekmuebl

Pa3paboranHasi WHTENJIEKTyalbHas TEXHOJOTHS TOJy4YeHUS BOJOpOJAa OCHOBaHa Ha
ANMEKTPOPU3NIECKOM HOHHM3AIMK U ynpasisercs rudpunHoid ML-monensio. MHTErpanms mMeTonoB
mammHHOro oOywenuss (CNN, LSTM, Q-learning) mno3Bonuia CyIIECTBEHHO MOBBICHTH
sueprodpdexruBHocTs (KITJ 91.2%), cTabmiibHOCTH mporiecca U CHU3UTH ce0ecTouMOCTh (2.1 Kr
H>). [lepciekTuBHBIMU HaMpaBICHUSAMH [ TaJIbHEHIINX UCCIIEIOBAaHUH SIBIISIOTCS:

1. Pa3paboTka caMo00y4aronuxcsi KaTaTUTHYECKUX CUCTEM, CIIOCOOHBIX aJJallTUPOBATh CBOIO
MOBEPXHOCTHYIO MOP(OJIOTHIO AJIs TOCTHXKEHU MaKCUMalbHOH 3¢ dexkTuBHOCTH [6];
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2. Co3gaHue OTKPBITON 0a3bl SKCTIEPUMEHTAIBHBIX JaHHBIX 110 DDU nist yckopeHus pa3BUTHS
HanpaBJICHUS;

3. PazpaboTka oTpacneBbIX CTAHAAPTOB I Baidujaluu W cpaBHeHuss ML-monenei,
MMPUMCHACMBIX B HOI[O6HLIX TEXHOJOI'M4YCCKUX 3aa4dax.

JlaHHOE uCclieZloOBaHUE 3aKJIaJbIBA€T OCHOBY JUIsl CO3JaHHs BOAOPOAHON 3HepreTuku 4.0,
XapakTepU3yIOLIEHCcss KOHBEPreHuel (pU3nYecKuX MPUHIMIIOB MOHHO-TUIa3MEHHBIX MPOILECCOB U
HHTCJUICKTYAJIbHBIX, CAMOOINITUMU3ZHUPYIOIIUXCA CUCTEM YIIPABJICHUA.
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