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Annomayus. PaccMaTpuBaroTCs YUCIEHHBIE METOIbI PEIIEHUS 3a/1a4 MaTeMaTHUeCKOH (U3UKU
C HCHOJb30BAaHUEM COBPEMEHHBIX OMOIMOTEK, MPEAHA3HAYEHHBIX Ui BBICOKOIPOU3BOAUTEIBHBIX
BbuuciieHN. OCHOBHOE BHUMaHHE YACISIETCS NPUMEHEHHIO A(PQPEKTUBHBIX alTOPUTMOB U
MPOrPaMMHBIX ~ CPEACTB  JJISI  MOJENHPOBAaHUS  (PU3MUECKUX  MPOIECCOB,  OMHCHIBAEMBIX
muddepeHnaIbHBIMU YPaBHEHUSIMH B YACTHBIX MPOU3BOAHBIX. [IpoaHann3upoBaHbl KJIaCCHUECKUE
METOJIbl — KOHEYHBIX pa3HOCTEH U KOHEUHBIX AJIEMEHTOB, a TAaKXKe BO3MOKHOCTU UX peau3aliu ¢
nomonibto 6udmmorek NumPy, SciPy, CuPy, Numba, Dask, PETSc u Trilinos. IIpoBeneno cpaBHeHue
MIPOU3BOIUTEIHLHOCTH PA3IMYHBIX MOIXOJ0B MPH PEUICHUH THITOBBIX 3a/1ad, TAKMX KaK ypaBHEHHE
TeronpoBoiHocTH, Ilyaccona u BonmHoBoe ypaBHeHue. [lokazano, uro ucnonb3oBanue GPU-
YCKOPEHHBIX M PacIpeeNEHHbIX BBIYMCICHUN MTO3BOJISIET 3HAUUTENIbHO COKPATUTh BPEMsI peIlIeHUs U
MOBBICHTH MacImITabupyeMoCTh Mojienieil. Pe3ynbraTel nccineoBaHusl MOTYT OBITh PUMEHEHBI TIPU
pa3paboTKe HAyYHBIX M WHKEHEPHBIX MPUIIOKEHHUH, TPeOyIOINX BHICOKOH TOYHOCTH W CKOPOCTH
BbIuMClieHN. Pabora HampaBieHa Ha JEMOHCTPALUIO MPAKTHYECKUX MPEUMYILIECTB MHTETpaluu
YHUCJICHHBIX METOI0B U COBPEMEHHBIX TEXHOJIOTUH NapajyieIbHbIX BBIUMCIEHUH B 3agavax
MaTeMaTH9IeCKOTO MOJICITUPOBAHHSI.

Abstract. This study focuses on numerical methods for solving problems of mathematical
physics using modern libraries designed for high-performance computing. The main goal is to apply
efficient algorithms and software tools for modeling physical processes described by partial
differential equations. Classical numerical methods, such as finite difference, finite element, and finite
volume methods, are analyzed, along with their implementation using NumPy, SciPy, CuPy, Numba,
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Dask, PETSc, and Trilinos libraries. A performance comparison of different approaches is conducted
for typical problems, including the heat conduction, Poisson, and wave equations. The results
demonstrate that GPU-accelerated and distributed computing significantly reduce computation time
and improve scalability. The findings can be applied to the development of scientific and engineering
applications requiring high precision and computational speed. This work aims to illustrate the
practical advantages of integrating numerical methods with modern parallel computing technologies
in solving mathematical modeling problems.

Kniouesvie cnosa: 4YWCICHHBIC METOIBI, MareMarhdeckas Qusuka, auddepeHIraIbHbIe
ypaBHEHHSI, BBICOKOIIPOM3BOAUTEIIbHBIE BBIYMCIICHHUS, MapauieibHbie anroputMbel, GPU, Python,
OMOIMOTEKHU, OTUMHU3ALINS.

Keywords: numerical methods, mathematical physics, differential equations, high-performance
computing, parallel algorithms, GPU, Python, libraries, optimization

B coBpeMEHHOM HayYHO-TEXHHYECKOM pa3BUTHH BO3PACTaeT NOTPEOHOCTh B PEIICHHH
CIIOKHBIX 3aJjad MaTeMaTH4yecKoll (U3MKM, CBS3aHHBIX C MOJEJIMPOBAHMEM IIPOLIECCOB
TEIUIONEPEHOCa, YIPYTrOCTH, BOJIHOBBIX U THAPOAMHAMUYECKUX sIBIIEHUH [1, 2].

OTH 3aga4u TPeOYIOT BBICOKOM TOYHOCTH M 3HAYUTEIBHBIX BBIYMCIUTEIBHBIX PECYpPCOB,
0COOEHHO TPU HCITOIB30BAHUU MHOTOMEPHBIX CETOK W MaJIbIX BPEMEHHBIX IIaroB. TpaJuIlMOHHBIC
BBIUMCIIUTENIbHBIE TO/AXOJbl, OCHOBAHHBIE HAa KJIACCHUYECKUX YMCICHHBIX METOAAX, CTAHOBATCS
HEeOCTaTOYHO 3()h(HEeKTUBHBIMU IpU paboTe ¢ OOJBIIMMH 00beMaMu AaHHBIX. B cBA3M ¢ 3TUM BCé
Oospliee 3HAYCHHE TPUOOPETAIOT COBPEMEHHBIE BBICOKOIPOM3BOAMTENBHBIC BBIYMCIUTEIHHBIC
texnonoruu (HPC), Bkitouast mapanienbHble U pacipeleEHHbIE CHCTEMBI, a TAK)KE UCIOIb30BaHHE
rpaduueckux npoueccopos (GPU [4]). UnTerpanus 4ncieHHbIX METOA0B C TAKUMHU OUOIMOTEKaMH,
kak NumPy, CuPy, PETSc, Trilinos, Dask u Numba, no3BosisieT 3HauuTeNbHO YCKOPUTH PACUETHI,
MOBBICUTH MACITAOUPYEMOCTb U yIyUYIIUTh 3 (PEeKTUBHOCTH MoAenupoBanus [3, 5]. 3To onpenenser
aKTyaJbHOCTb TeMbl HccienoBaHus. Llens paboThl 3akioyaeTcss B MOBbIMIEHUU 3()(EKTUBHOCTH
BBIUUCIIUTENIBHBIX MPOLENYpP, YMEHbIICHUH BPEMEHHU pacuyéra M YIydyIIeHWH MacIITaOupyeMOCTH
QJITOPUTMOB IIPU COXpaHEHUHU TpeOyeMol TouyHOCTH pemieHuss. OObEKT HCCIeNOBaHUS — 3a7aud
MaTeMaTu4ecKoil (PHU3WKH, ONHCHIBaeMble IU(QPepeHIINaTbHBIMA  YPAaBHEHUSIMH B YaCTHBIX
pou3BOIHBIX. [Ipeamer ucciaenoBanuss — YUCIEHHBIE METOBI M COBPEMEHHBIE BBHIUYMCIIUTEIEHBIC
TeXHOJOTHH, oOecneunBaomme 3(Q(EeKTUBHOE pElIeHHe MaHHBIX 33Ja4 C HCIOJIb30BaHHEM
OUOIMOTEK BBICOKONPOU3BOIUTENBHBIX BbluMcCiIeHU. HayuHas HOBH3Ha pabOThI 3aKiroyaeTcs B
KOMIUIEKCHOM TOJXOA€ K TNPHUMEHEHUIO COBPEMEHHBIX OMOIMOTEK ISl YCKOPEHHS YHCICHHBIX
peleHunii 3a1a4 MareMaTu4ecko (U3MKW U B aHanm3e 3(pQEeKTHBHOCTH WX HCMOJIB30BAHUS HA
Pa3NUYHBIX APXUTEKTypaX BBIYMCIUTEIbHBIX CHCTeM. llpakThueckass 3HAYMMOCTb COCTOMT B
BO3MOXKHOCTH TPHUMEHEHHs IOJIyYE€HHBIX PpE3YyJIbTaToB JUIS CO3/1aHUS HAyYHBIX M HMHIKEHEPHBIX
NPUIIOKEHUH, TPeOYIOIINX BBICOKOM TOYHOCTH U MPOM3BOAMTENBHOCTH. Pa3paboTaHHbIE METONBI U
MPOrpaMMHBIE PEIIEHUS] MOTYT OBITh HCIIOJIB30BaHBI B OO0JACTH BBIYMCIUTENLHOW (DH3HKH,
WH)KEHEPHOTO MOJICTTMPOBAHUS, METEOPOJIOTUH, THAPOAMHAMUKH U APYTHX CMEXKHBIX 00IaCTSIX.

Memooonoaus u mMemoowvt ucciedo8aHusl
MeTto0s10rHsT HCCIIeI0BAaHMS OCHOBaHA HA COYETAHHH TEOPETHUYECKOTO aHaln3a YMCIACHHBIX
METOJIOB C MPAKTHYECKOW peajau3alueil ¥ CPaBHEHHUEM BBIUYHCIIUTECILHBIX CXEM, BBIMOJIHEHHBIX C
UCIIOJIb30BAHUEM COBPEMEHHBIX OHMOIMOTEK BBICOKOIPOU3BOAUTEILHBIX BBIUUCICHHH. PaboTa
HarpapJieHa Ha MOJYYCHUE BOCIIPOU3BOUMBIX M MACIITAOMPYEMbIX YUCICHHBIX PEIICHUN THITOBBIX
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3aa4 MaTeMaTH4eCcKod (U3WKKA C TpuMeHeHueM mapauienbHbix U GPU-opueHTHpOBaHHBIX
TexHosnorui. MiccnenoBanue BBIOIHSIIACH B TPU OCHOBHBIX 3TAIOB:

Teopernyeckuil aHanu3 KIaCCUYECKHX UYUCIEHHBIX METOMOB pemlieHus auddepeHnnanbHbIx
YpaBHEHUI B YaCTHBIX IPOU3BO/IHBIX [6].

Pa3paboTka u peanuzanys BBIYUCIUTENBHBIX aJITOPUTMOB C HCIIOJIB30BAHUEM PA3IUYHBIX
oubmuorek st CPU u GPU. DkcniepuMeHTanbHOE CpaBHEHHUE MPOU3BOAUTEIIBHOCTH, TOYHOCTH H
MacCIITa0UPYEMOCTH DPEAIM30BaHHBIX METOIOB. B KauecTBE TECTOBBIX 3ajad BBHIOpaHBI 0a30BBIC
ypaBHEHHS MaTEMaTHIECKON (PH3UKH, KOTOPbIE MMEIOT AaHATUTUYECKUE HIIM XOPOILIO HCCIIeIOBaHHBIC
YHUCIIEHHBIE PpEUICHMs: YpaBHEHHE TEIUIONMPOBOAHOCTH (Mapabosinyeckoe YpaBHEHHE BTOPOTO
nopsnaka); ypasHenue Ilyaccona (aumnTuyeckoe ypaBHEHUE [JIsl CTAllMOHAPHBIX MPOIECCOB);
BOJIHOBOE ypaBHEHHUE (TunepOonnueckuii Tvm). Jis kaxaoi 3agadu GOpMyaupyrOTCs HadyallbHbIE U
rpaHUYHBIC YCIOBHUS, 00ECIIEUNBAIOIIIE KOPPEKTHOCTD U YCTOWYMBOCTh YHCICHHOTO pemenus. [s
pellleHrs ypaBHEHUH MaTreMaTH4ecKoil (U3MKHU HCIOJB3YIOTCS CIEAYIOIIME YHUCICHHBIE CXEMBbI:
MeToA KoHeuHbIX pasHocTel (MKP) — nmpoct B peanu3anuu, no3BosseT 3h(HEeKTUBHO peliaTh 3a1a41
Ha TPSMOYTOJIBHBIX CETKaX; METOJ KOHEYHBIX 31eMeHTOB (MKD) — mpumenum mns obnacteit
MPOU3BOJILHON (DOPMBI M 3a7a4 C MEPEMEHHBIMH KOA(PQPHUIMEHTAMH; METOJ KOHEYHBIX O0BEMOB
(MKO) — ucnons3yercs amns 3a7a4, B KOTOPBIX TpeOyeTcs coxpaHeHue PU3NYecKuX WHBAPHAHTOB
(Macchl, PHEpruM U T.1.). BeiOop MeToma ocyliecTBisieTcss B 3aBUCUMOCTH OT THIA 3a]auu, (popmbl
obnactu u TpedyeMoii TOYHOCTH.

B paGore wucmomp3yercst s3bIK mporpammupoBaHus Python kak rubkas u yHHUBepcajibHas
mwiargopmMa ISl HaydyHbIX BbluMciaeHHi. J{ns oOecriedeHHss BBICOKOW MPOU3BOAUTEIBLHOCTH

MpUMEHSIOTCS  cienyromue Oubmuorexku: NumPy/SciPy — peanuzanusi 0a30BbIX oOlepaiuii
JTUHEWHOW anreOpsl, MHTErpupoBaHus u auddepenuupoBanus; Numba — JIT-kommusarop,
YCKOpSIFOLIUI BblloJHEHUE LUKIOB M BbluvciaeHuil Ha CPU; CuPy — GPU-ananor NumPy,

o0ecreyrBaoNUil yCKOpeHHe BBIYMCIEHUH Ha rpaduueckux mnpoueccopax; Dask — opranuzauus
napajulesIbHbIX M pacrpeenéHHbix Bbruucienuil; PETSc/petsc4py — MHCTpYMEHTHI Ui peleHus
pa3peKEHHBIX CHUCTEM JIMHEMHBIX YpaBHEHMH Ha MHOTONPOLECCOPHBIX cucTtemax; Trilinos —
MoOJIyjbHasi OMOIMOTEKa JUIsl pelIeHHs] MHOIOMAcIITaOHBIX 3a7ad M JIMHEHHBIX CHUCTEM OOJIbLION
pasmepHocTH. Takoil MOAXOA MO3BOJIET THOKO MEPeXOAMTh OT OJHOIPOLECCOPHBIX TECTOB K
MaciTabupyeMbIM MHOTOIIPOLIECCOPHBIM pacyéTaM U MCIOb30BaTh npeumyinectsa GPU.

Memoowr onmumusayuu u napaiienu3ayuu Gbl4UcIeHull

Jns  moBblmieHUsT 3(GQPEKTUBHOCTH  pacd€TOB IMPHUMEHSIOTCS — CIENYIOIIUE  ITOIXOJBI:
BEKTOpHM3allMsl OmepalMidi — 3aMeHa LUKJIOB Ha MaTpPUYHbIE OMNEpaly C HCIOJIb30BaHHEM
NumPy/CuPy; JIT-kommumsiust ¢ nomomnisio Numba uist yckopeHust kofa 0e3 U3MEHEHHUs! JIOTUKH
anroputmoB; GPU-yckopeHne — mnepeHoc Hauboiee pecypco€MKHMX dYacTed IporpaMMmbl Ha
rpadudeckuii npoueccop ¢ nomouiso CuPy; pacnpenenéHHble BBIYUCICHUS — UCTIoIb30BaHue Dask
u PETSc 1 mapasuienbHOro peleHns 3ajad Ha Kiactepe; Npo(uiInpoBaHue Kojla — aHallu3 y3KUX
MeECT ¢ moMolbio HHCTpyMeHToB cProfile, line profiler u Bctpoennsix cpeacts Python.

Pesynbrarel oNTHMHU3AINN aHAIM3UPYIOTCS 10 MOKA3aTelsiM YCKOPEHUs, YPPEKTHBHOCTH U
MacmTabupyemocTr. s aHanmM3a MONyYeHHBIX PE3YNIbTaTOB HCIOJB3YIOTCS KOJIMYECTBEHHBIC U
KaueCTBEHHbIE I[OKA3aTeIM: TOYHOCTb YMCJICHHOTO PEUICHHUS OTHOCUTENIBHO aHAJIUTHYECKOro;
YCTOWYMBOCTh CXEM NpHM HM3MEHEHUH IIara CeTKM W Illara BPEeMEHH; BpeMs BBIIIOJHEHUS Ha
pazmumunbix apxurekrypax (CPU, GPU, xknacrep); yckopenue (speedup) u 3pQPeKTUBHOCTD
napajuleNibHbIX BBIYMCIEHUHN; Tpaduueckas BHU3yaldu3alus MOJIeH peleHUuN U pacrpeneraeHui
omnoOok. s Bu3yanuzanuu npumenstorcs o6ubnmoreku Matplotlib u Plotly, a Taxke cpeactsa
noctpoeHus: oT4€ToB Ha 6aze Jupyter Notebook. Bce mporpammublie peanuszanuu COnpoBOKIAIOTCS
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JOKYMEHTHUPOBAaHHBIMU TapaMeTpaMH HKCHEPUMEHTOB (pa3Mep CEeTKH, IIar BpEeMEHH, THIl
rpaHUYHBIX ycnoBuil). s obecriedeHuss BOCHPOM3BOIUMOCTH CO3JAIOTCA KOH(MUTYpaIOHHBIE
(ailsiel ¢ HaCTpOKaMH, a pe3yJIbTaThl COXPAHSIIOTCS B €IMHOM (hopMmare JUis MOCIEAYIOIETO aHAIN3A.

DKCnepumMenmanbHas 4acmo U aHaiu3 pe3yiibmamos

OCHOBHOM 1IeNIbI0  OKCIIEPUMEHTAJIBLHOM 4YacTH ABISETCS MpakTU4ecKas IpoBepKa
3¢ ($EKTUBHOCTH U TOYHOCTH YHCICHHBIX METOJOB PEIICHUS 3aJa4 MaTeMaTU4YeCKON (pu3uKu mpu
HCIOJIb30BAaHUH COBPEMEHHBIX OMONMMOTEK  BBICOKOIPOU3BOAUTEIHHBIX BBIYHCIICHUI.
DKCIIepUMEHTHI HAMPaBJICHbl HA CPaBHEHHUE TPEX ACIEKTOB: MPOU3BOJUTEILHOCTH BHIYMCICHUI Ha
CPU, GPU u pacnpenen€HHbIX cUCTeMax; TOYHOCTH U YCTOMYMBOCTH NMPUMEHEHHBIX YHUCICHHBIX
CXeM; MaCIITa0MPyeMOCTH PEIICHHUH MPU YBETUYCHUN pa3Mepa CETKU M YUCIIa TIPOIECCOB.

[IporpamMMHo-amnmaparHass cpeia d3KCIepuMeHTOB. J[msi peamu3anmuu W TECTUPOBAHUS
YHCJIEHHBIX METOJIOB HCIOJIb30BAINCH CIEAYIOUIME anmnapaTHble W IMPOTrPaMMHBIE CpPEICTBA:
npoueccop (CPU): AMD Ryzen 9/Intel Core 19; rpaduueckuii nponeccop (GPU): NVIDIA RTX
4090 / A100; omepamnmonnas cucrema: Ubuntu 22.04 LTS; cpena paspadorku: Jupyter Notebook,
Visual Studio Code; s361x mporpammupoBanus: Python 3.11; 6ubmmorexku: NumPy, SciPy, Numba,
CuPy, Dask, PETSc4py, Matplotlib, Plotly.

Bce skcnieprMeHThI MPOBOAMIMCH IPU OJIMHAKOBBIX MapaMeTpax 3a/iadyd, 4YToObl 00ecreunuTh
COIOCTAaBUMOCTH PE3YJIbTAaTOB.

Oxcnepumenm 1. YpaBHEHHE TEIUIONPOBOMHOCTH (TIapaboiudeckuii Tui). Maremarnyeckas
MOJICIIb:

rae u(x,y, t) — remreparypa, a @ — K03(pPHUIHCHT TETUIOPOBOTHOCTH.
UwuceHHBIH METOJI: HeSIBHAS CXeMa MeToJla KOHeUHbIX pasHocteir (MKP).
Pa3smep cerku: 1000x1000 y3710B.

ar no Bpemenu: 0.001 c.

CpaBHMBaNNCh pealln3aliu:

CPU (NumPy) — 6azoBas peanuzais Ha OJHOM SIPE;

CPU+Numba — JIT-koMOuiisamus ¢ ONTUMHU3AIUEH IIUKIOB;

GPU (CuPy) — peanu3zanust Ha rpadu4eCcKOM MPOIIECCOPE;

Pacnipenenénnas Bepcust (Dask) — BrInmonHeHue 3a1a4u Ha HECKOIBKUX Y3IaX.

Pezynomameut
Memoo Bpems pacuéma (cex) Ycxopenue omnocumenvuo CPU Cpeonssa owubka
CPU (NumPy) 25.4 1.0x 0.00012
CPU + Numba 7.8 3.3% 0.00012
GPU (CuPy) 1.2 21.2% 0.00013
Dask Cluster 0.9 28.2x 0.00011

Bwvisoo: GPU-yckopenue u pacipeenéHHbIe BBIYUCICHUS MO3BOJISIFOT TOCTUYD YCKOPEHUS 10
25-30 pa3 6e3 moTepu TOYHOCTH.

Oxcnepumenm 2. YpasHenue [lyaccoHa (SIIUNTUYECKUI THIT)

Monens: V2u(x,y) = f(x,y) ¢c TpaHUYHBIME yCIOBUAME JIupHXIIE.

YucneHHBIH METOJI: METOJT KOHEUHBIX 3eMeHTOB (MKD).

Peanuzanus: 6ubnmuorexka PETSc4py, ucnonb3yromas napauienbHOe pelIeHHe pa3peskeHHbIX
CUCTEM ypaBHEHHH.
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Peszynomameut
Pasmep cemxu Bpems (CPU) Bpems (MPI/ PETSc) Yekopenue
100100 32¢ I.lc 2.9x
500x500 88.5¢ 12.7¢c 6.9x
10001000 >300 ¢ 31.6¢c 9.5x

Bui6oo: uctionszoBanue PETSc obecrieunBaet TUHEHHYIO MacITaOUPyeMOCTb C POCTOM CETKH,
4TO0 0COOCHHO BayKHO JIS 33/1a4 OOJIBLION pa3MEPHOCTH.

Oxcnepumenm 3. BoiHOBOE ypaBHEHHUE (TUIIEPOOTUYCCKHI THIT)
azu 202
Monens: — = c“V-“u
ot?
Mertoq: siBHast cXxeMa KOHEYHBIX pa3HOCTEH BTOPOTO MOPSIIKA.
OCOOEHHOCTB: BEIYUCIUTEILHO HHTCHCUBHAS OTIepalysi OOHOBICHUS CETKH.

CpaBuenue peanuzanuu: NumPy (6a3oBas Bepcusi); CuPy (GPU-Bepcus).

Pe3synbraThl
Memoo Paszmep Bpemennvie Bpemsa pacuéma Yexkopenue CpeoHss
cemku wazu (cex) owudxa
NumPy (CPU) 2000%2000 2000 340 1x 0.00014
CuPy (GPU) 2000%2000 2000 9.7 35x 0.00015
Dask Cluster 2000%2000 2000 7.5 45x% 0.00014

[Tpu cetke 2000%2000 u 2000 Bpemennsix marax GPU-Bepcus mnokasana yckoperue B 35 pa3
1o cpaBHeHUIO ¢ NumPy npu 0IMHAKOBO TOYHOCTH.

Buzyanuzayua pezynomamos.
st aHanu3a W TIPEACTABJICHHS PE3YyJIbTaTOB AKCIEPUMEHTOB MCIOJIb30BAIUCH OUOIMOTEKH
Matplotlib u Plotly.
1. Matplotlib — nuHamuka omuOKM BO BpeMeHH (mpumep A BomHoOBoOro ypaBHeHUs)
(Pucynok 1):
import plotly.graph_objects as go
import numpy as np
# Co3pmaeM ceTky
X, Y = np.meshgrid(np.linspace(0, 1, 100), np.linspace(0, 1, 100))
# OyHKIMSA pacnpeeneHns TeMneparypsl (ABymepHas "manka" ["aycca)
Z =np.exp(-10 * (X - 0.5)**2 + (Y - 0.5)**2))
# Coznanue 3D noBepXHOCTH
fig = go.Figure(data=[go.Surface(z=Z, x=X, y=Y)])
# HacTtpotika odopmiieHns rpaduka
fig.update layout(
title="Pacnipenenenue Temmneparypsl’,
scene=dict(
xaxis_title="X',
yaxis_title="Y",
zaxis_title="u(X,Y)'
)s
width=800,
height=700
)
# OToOpa3utk rpadux
fig.show()
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2. Plotly — uHTepaKTHUBHAs IOBEPXHOCTD PEIICHUS (IIpUMEp I TeIIonpoBoaHocTh) (PucyHok
2):
import plotly.graph_objects as go
import numpy as np
# Co3maeM CeTKy
X, Y = np.meshgrid(np.linspace(0, 1, 100), np.linspace(0, 1, 100))
# OyHKIMS pacnpeneneHns TeMneparypsl (aBymepHas "manka" ["aycca)
Z =np.exp(-10 * (X - 0.5)**2 + (Y - 0.5)**2))
# Coznanue 3D noBepXHOCTH
fig = go.Figure(data=[go.Surface(z=Z, x=X, y=Y)])
# Hactpoiika opopmiierns rpaduka
fig.update layout(
title='"Pacnipenenenue TemmnepaTypsl',
scene=dict(
xaxis_title='X",
yaxis_title="Y",
zaxis_title="u(X,Y)'
),
width=800,
height=700
)
# OToOpa3uth rpadux
fig.show()
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PucyHnok 2. Pacnpenenenue teMiepaTypsl

3axnouenue

B pesynbratre npoBenéHHON palOoThl ObUIM HCCIIEAOBaHbI, PEATU30BAHBI U CPABHEHBI
YHCJICHHBIE METO/ABI PEHICHHs OCHOBHBIX 3a7a4 MaTeMaTHuecKod ¢(u3uku (mapaboimdeckoro,
SIUTMIITUYECKOTO M TUIEPOOIMYECKOTO THIIOB) C NPUMEHEHHEM COBPEMEHHBIX OWOIHOTEK ISt
BBICOKOIIPOM3BOUTEIbHBIX BhIUMCICHUN. [IpakTuyeckas LEHHOCTh MCCIEOBAaHUS 3aKIIIOYAETCs B
J€MOHCTpAIMU TOTO, KaK KJIACCUYECKUE YHCICHHbIE METO/IbI MOTYT OBITh 3(h()eKTUBHO peaan30BaHbl
C HCIIOJIb30BAHNEM COBPEMEHHBIX HHCTPYMEHTOB IMapajuIeIbHBIX BBIUYUCIECHUH. Pe3ympraTsl MOTyT
MPUMEHSTHCS JUIS: MOJEIHPOBAHUS TEIJIOBBIX, MEXaHWMYECKMX W BOJHOBBIX IIPOIECCOB B
MH)XEHEPHBIX CUCTEMaX; Pa3pabOTKH yUeOHbBIX U UCCIIEI0BATEIbCKUX MPOrPAMMHBIX KOMIIJIEKCOB 110
BBIUUCIIUTENILHON (DU3KKE; YCKOPEHHs pacy€ToB B 33ja4ax MaTepUaJIOBENICHHsI, THIPOANHAMUKH U
KITMMAaTUYECKOTO MOJICIMPOBaHMs;, OOY4YeHHs CTYJICHTOB METOAAaM BBICOKOIPOHM3BOAUTEIBHBIX
BBIUMCIICHUI C ucmonb3oBanneM Python. Hay4ynas HOBM3HA pabOTBI COCTOMT B KOMIUIEKCHOM
MOAXOA€ K MCCIEIOBAHUIO YHUCICHHBIX METOAOB C YYETOM COBPEMEHHBIX apXHUTEKTYp
(CPU/GPU/knactep) M npUMEHEHMH TNapajienbHblx Oubmuorek Python ans ontummsanuun
BBIUUCIICHUH. BriepBbie poBeeHO IeTallbHOEe CPaBHEHHE MPOU3BOAUTEIFHOCTH PA3HBIX MOIXOI0B
Ha O/IMHAKOBBIX 33/1a4aX C aHAJM30M YCKOpPeHHs, 3()p(HEeKTUBHOCTH M YCTOHUNBOCTH.
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